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FOREWORD

This document provides a brief description of the interaction of the tactical component stimulators and the environment simulators within the Distributed Engineering Plant (DEP).  It also describes the processes necessary to ensure the consistency and accuracy required to perform Battle Group Interoperability Tests (BGITs).
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1.  INTRODUCTION

The proliferation of sophisticated anti-ship weapons spawned equally  sophisticated and complex advances in Navy sensors, Command & Control (C2) and weapons in the 1980s and 1990s.  All of these programs advancing similar software intensive technologies, have resulted in systems which are no longer autonomous; these systems are improved by information enhancements but unfortunately are also vulnerable to misinformation exchanged among other combat system, TActical Digital Information Links (TADILs), Command, Control, Communications, Computers, Intelligence and Reconnaissance (C4ISR) elements, and between cooperating ships and aircraft as well.  This fact became apparent in a very real and dramatic way during the Navy’s Operational Testing of its new Advanced Combat Direction System (ACDS) for the USS DWIGHT D. EISENHOWER in 1998.  Over 100 serious interoperability issues plagued what was hoped to be the most capable carrier-borne Command & Decision (C&D) system. 

Figure 1 illustrates a classic Battle Group (BG) interoperability problem.  In this scenario, one aircraft is tracked by three different sensors, appearing on the net as three separate tracks.  This single track had three different track numbers, and even worse, had three different track Identification-Friend-or-Foe (IFF) IDs. All of the sensors correctly identified the track as an aircraft; however, one was friendly, one was unknown, and one was hostile.
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Figure 1.  BG Interoperability Problem Illustration

Navy reaction was swift.  A message from the Chief of Naval Operations (CNO) designated Commander Naval Sea Systems Command (COMNAVSEASYSCOM) as the lead in addressing problems in Battle Management/Command, Control, Communications, Computers, and Intelligence (BMC4I), to coordinate the resolution of those problems within the Fleet. COMNAVSEASYSCOM established the Task Force on Combat Systems Interoperability.  This task force became known as the Navy Alliance, consisting of a technical consortium of Navy laboratories and warfare centers.  Their goal was to develop the strategy and architecture to meet this challenge.  The Navy Alliance formed the Distributed Engineering Plant (DEP), a network of combat system, TADIL, and C4ISR Hardware-in-the-Loop (HWIL) facilities capable of emulating a BG with the identical system software loads used at-sea.  The DEP conducted a series of tests during the fall and winter of 1998 which culminated with the first “full-up” BG test, the USS JOHN F. KENNEDY (JFK) BG, which commenced on 12 January 1999.

2. DEP CONCEPT

The geographically separated locations of the DEP are tied together over a high-speed digital Asynchronous Transfer Mode (ATM) network.  The network allows the creation of a land-based “battle group” which can replicate problems in a controlled environment and help isolate causes that can be investigated and corrected. 

The concept of linking together several land-based test facilities into a virtual entity involves the establishment of several separate but integrated components. 

In Figure 2, the layer of gray boxes illustrates the actual HWIL systems which represent actual Fleet combat systems. These systems use both the hardware and software of the Fleet configuration to the greatest extent possible. 
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Figure 2.  DEP Connectivity

The common environment represented by the upper cloud in the figure provides the superset of tracks visible to all participating combat systems and their sensors.  This  is essentially the ground-truth picture with which all combatants interact, depending on their perspective and capability. 

The Tactical System Simulator/Stimulators (SIM/STIM) are the conduit by which the HWIL combat systems interact with the common environment.  They emulate the sensor systems and are able to interact with the common environment in a manner similar to the real sensor system. 

The Tactical Communications Connectivity cloud represents the connectivity required to connect the combat systems via the tactical links and networks that will be deployed.  The information reflects ground truth according to each tactical system. 

The Data Extraction pipeline refers to the data which is extracted from the HWIL for analysis (the ground-truth picture of the common environment and the tactical communications nets/links).  A collaborative engineering system (currently being defined) is needed as a coordination network to help with the setup, coordination, and execution of the distributed testbed.

Finally, additional data analysis tools and processes are required to support further analysis of the various data pools and compare these with combat system information to discover variances in the perception of ground truth.

3. SIMULATION/STIMULATION REQUIREMENTS


To replicate the problem in the distributed BG, the shipboard tactical computers must be stimulated in a common environment, which means connecting existing system stimulators. 

The first step in connecting the stimulators is to define the data interface (i.e., message formats).  This is accomplished by the DEP SIM/STIM Interface Control Document (ICD).  The resulting distributed BG configuration must be tested to ensure that each stimulation program accurately stimulates its associated  tactical system.  The DEP SIM/STIM accreditation test plan defines the performance measures critical for the DEP.  

To isolate problems encountered in the Fleet (so that the engineers can isolate the fault), BGITs must be repeatable.  The high-speed networking capability of the DEP allows all of the BG elements to be stimulated from a central site, ensuring that all sites observe the same controlled environment.   Additionally, the SIM/STIM software must be put under strict Configuration Management (CM).  Functional descriptions and data flow definitions for each piece of software between the tactical systems must be obtained and recorded.  As the BGIT process matures and the test requirements become more complex, the DEP will provide an enhanced stimulation environment.  The DEP will coordinate with the owners of the system stimulators to plan for SIM/STIM software modifications and upgrades. 

Figure 3, an example of the connectivity required in the DEP to support a single BGIT test, provides some idea of the interplay of the SIM/STIM with the tactical systems.  In this configuration, the DEP BG emulates Link-11, Link-16, and the Cooperative Engagement Capability (CEC).  This particular example was of the GEORGE WASHINGTON (GW) BG. The test used 10 DEP sites representing 11 platforms:  
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Figure 3.  DEP SIM/STIM Connectivity for BGSIT

· USS GEORGE WASHINGTON (CVN 73) at Integrated Combat System Test Facility (ICSTF); San Diego, CA

· USS SAIPAN (LHA 2) at ICSTF; San Diego, CA

· USS NORMANDY (CG 60) at the AEGIS Training and Readiness Center (ATRC); Dahlgren, VA

· USS Donald Cook (DDG 75) at the Surface Combatant Systems Center (SCSC); NSWC/Wallops Island, VA

· USS COLE (DDG 67) at the SCSC; NSWC/Wallops Island, VA

· USS HAWES (FFG 53) at NSWC Point Hueneme Division (PHD); Dam Neck, VA

· USS SIMPSON (FFG 56) at NSWC Point Hueneme Division (PHD); Dam Neck, VA

· USS CARON (DD 970) at NSWC Point Hueneme Division (PHD); Dam Neck, VA

· E-2C Group II at Patuxent River, VA; and at SPAWAR Systems Center (SSC); San Diego, CA

· F-14D at Pt. Mugu; San Diego, CA

The AEGIS Computer Center (ACC) at Dahlgren, VA, was undergoing a complete laboratory upgrade; therefore, it was unavailable to participate in the GEORGE WASHINGTON (GW) BGIT.  The ACC was used as the ABN 11 hub during the BGIT. The DEP Operations Center (DEP OpCenter) transmits the scenario target positions over the Distributed Interactive Simulation (DIS) Virtual-Local Area Network (V-LAN) on the ATM (shown in red). Targets are detected and processed by the tactical systems which transmit their tactical picture over the TADIL V-LAN on the DEP.  Target position and IFF data were transmitted using the DIS Protocol Data Unit (PDU) messages.  TADIL messages are transmitted by the tactical computers over the ATM using the AEGIS Broadcast Network (ABN) message format.  Note that SIM/STIM parts of the DEP are in yellow boxes; TADIL pieces are in green; and tactical systems are in gray.  Also note that the virtual player in the BGIT is the RESA located at the Land-Based Test Site (RLBTS).  It simulates a sea-based sensor that injects Over-the-Horizon (OTH) gold messages into the GCCS-M network.

Figure 4 depicts the data flow and interaction between a single site’s tactical computers and the SIM/STIMs that drive them.  In this example from the GW BGIT, the site is the ATRC at the NSWCDD.
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Figure 4.  Data Flow/Interaction from the GW BGIT

This detailed view provides a representation of tactical data pathways that must be established to place the land-based ship in the BGIT virtual scenario. Target position and IFF PDUs are received by the DIS interface contained in the Distributed Sensor Simulation System (DS3) and translated into a system specific data format.  In this AEGIS platform, the interfaces to the tactical computers are stimulated by two separate SIM/STIMs:  DS3 and the AEGIS Combat System Interactive Simulator (ACSIS). When CEC is added to the BG, the Cooperative Engagement Processor (CEP) Wrap-Around Simulation Program (WASP) is added to the data pathway to provide data to the tactical CEP.  The tactical system output is processed by the ABN-11 and ABN-16 processors and transmitted to the other DEP sites over the ATM.

Figure 5 depicts the detailed data flow in a CEC-capable ship. In this configuration, the tactical computer suite has been augmented by the addition of the CEP. The DEP-simulated environment is passed to this new tactical hardware via DS3, which acts as the DIS interface to the CEP WASP.
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Figure 5.  CEC Integration

The DEP requires only a small subset of the Institute of Electrical & Electronics Engineers (IEEE)-defined DIS PDUs to accomplish the needs of the BGITs.  Currently, only the entity state and IFF PDUs are required to reconstruct Fleet problems in the DEP.  The Sensor Control PDU was implemented in the DEP to give the BGIT Test Director more latitude and control over the participating systems and thereby allow the engineers to better isolate the cause of interoperability conflicts.  The Fire and Detonate PDUs are used to simulate SM-2 engagements.  The Start/Stop PDUs are used to permit participation by legacy system stimulators that used that type of formatted message.

3.1 SIM/STIM ACCURACY

To assure and quantify the accuracy of the system SIM/STIMs in the DEP, accreditation testing is performed.  This testing will ensure that the stimulators process the DEP DIS PDUs correctly, and do not inadvertently transmit messages over other V-LANs that interfere with other DEP sites.  Also, the DEP accreditation testing ensures that each simulation and stimulation in the DEP adheres to the published ICD and CM documents.

Track accuracy of two AEGIS units for a single track was assessed, and the results plotted  in  Figure 6.  This plot illustrates the accuracy of the AEGIS system. Note how little the tracks vary between each other and ground truth.  The altitude disparity between the two ships and the actual target position (ground truth) is nominally 60 feet. 
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Figure 6.  SIM/STIM Accuracy (or Data/Problem Analysis)?

The high frequency oscillation in the tactical system data  comes from the C&D track filters, which get data (track data) from the SPY computer program, which gets its data from the entity-state PDU. The PDU is transmitted every 5 seconds from the DEP OpCenter.  DS3 fills in the gaps using an IEEE specified dead reckoning algorithm. 

As the target turns, the DEP OpCenter (DOC) scenario generator to increases the update rate which decreases the time DS3 spends dead reckoning the target between updates. 

4. DEP OPERATIONS CENTER 

The functions performed by the DEP OpCenter are shown in Figure 7.  The White Cell, which ensures that scenario execution is in accordance with BGIT requirements and procedures, contains multiple scenario generators (DSSPs).  The DEP Monitoring Cell tracks generated ground truth and DEP Element Health and Status and monitors DIS Traffic, ATM Network Health and Status, TADIL Status, and Site Status.  The Simulation Control Cell controls the tactical stimulators by injecting or deleting tracks and by controlling track visibility to sensors; it also performs virtual platform execution.  The Data Extraction and Reduction (DX/DR) Cell collects the data from tactical systems, tactical stimulators, and ground truth and provides a repository of data reduction and analysis tools.
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Figure 7.  DEP Operations Center 

5. SCENARIO OVERVIEW

An example of the scenario that was generated for the GW BGIT is depicted in Figure 8.  The complete scenario consisted of three segments, which could be run in any combination.  The basic scenario that has been used for all BGITs has been a small seven-track scenario.  That small number of targets has proved to be sufficient to recreate the most serious interoperability errors observed in the Fleet. To add additional background tracks, representations of nominal commercial airline traffic were inserted into the scenario, adding a total of 100 additional tracks.  To add some tactical interest, every third aircraft on the international airway turns off the prescribed path and flies over the BG.  To satisfy the requirements of the BGIT, two sets of OTH tracks were included in a single scenario segment.  One set of tracks originates over land and proceeds toward the BG.  This set of tracks is detected by a virtual platform modeled by MLST3 which notifies the BG over TADIL-B (Tactical Digital Information Link - full-duplex information link).  The other set of tracks, which originates far to the south of the BG, is detected by a virtual ship played by Research Evaluation System Analysis (RESA), which notifies the BG using the GCCS-M system.
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Figure 8.  Overview of BGIT Scenarios

The functional requirements that the site SIM/STIMs must be capable of performing are derived from the needs of the goals of the BGITs themselves. These requirements may necessitate the generation of new scenario segments, the modification of the currently implemented DIS messages, or the creation of totally new DIS messages.  The DEP Configuration Control Board (CCB) is another source for SIM/STIM modification requirements.  The CCB prioritizes the errors observed in the current SIM/STIM capabilities and coordinates and adjudicates the new requirements with other planned capability upgrades.  The Accreditation Review Panel (ARP) reviews the testing of the new DEP capability to ensure that the DEP needs are met.  See Figure 9 for a representation of the groups involved.
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Figure 9.  SIM/STIM Enhancement Process

The type of interoperability issues that the DEP, and the tactical SIM/STIMs were built to replicate are represented in Figure 10.  This plot, taken from the GW BGIT, provides the number of ground-truth air tracks, against the local track count of the USS NORMANDY (CG 60 at the ATRC, Dahlgren, VA); the local track count of the USS DONALD COOK (DDG 75 at the SCSC, Wallops Island, VA); and the number of active Link tracks.  The scenario used was the basic Scenario G (seven aircraft). The total number of air tracks shown is nine because it includes the two E-2Cs that are part of the BG.   

Recall that each platform in the DEP generates its own position messages in order to be “seen” by the other platforms.  At the beginning of the measured interval, a group of four aircraft is launched heading toward the BG.  Late in the interval shown, a group of six aircraft is launched.  CG 60 consistently tracks all the targets present with no noticeable dropout.  DDG 75 does not detect them all, and is constantly dropping and re-acquiring tracks. The GW BGIT generated a Test Observation Report (TOR) (#9271-GWA-22) which mentions track blooming attributed to incorrect input of DLRP (operator error).  This error might explain the tracking problems experienced by DDG 75. The data was sampled every 10 seconds, but only plotted when a change occurred.

[image: image11.wmf]500

1000

1500

2000

2500

3000

3500

0

2

4

6

8

10

12

14

16

18

20

22

Time (sec.)

Number of Tracks

Link (LTN) 

Truth      

ICG 1 Local

DDG 75 Local

OTH

Tracks 

Basic Scenario 

Dual Track Reports

OTH

Tracks 


Figure 10.  BG Interoperability Example

6. SUMMARY

The DEP is an interoperability testbed in which the tactical participants exchange data using messages.  The DEP ICD provides a consistent definition and implementation of these messages which allows the individual sites to operate in a single simulated environment.  Testing to date indicates that the DEP stimulators are performing well within the accuracy requirements necessary to minimize the injection of non-tactical errors into the test results.  Scenario generation in the DEP, centralized at the DEP OpCenter, ensures that the inputs to all the DEP platforms are common and controlled.  Centralization also enables easier configuration control, thereby ensuring repeatability.  The current capability of DEP simulations provides the foundation necessary to replicate and isolate basic BG interoperability issues.  As DEP testing evolves, more capability will be required.  Plans are constantly evolving to meet emerging BGIT needs.
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